14.Memory Management

* Memory management without swapping or paging

- Monoprogramming without swapping or paging.

One process in memory at a time.

Single-partition allocation (user + system).

· Multiprogramming
To improve CPU utilization.

Multiple-partition allocation

a) Fixed-size partition

- with separate queues (local scheduling)

- with a single queue (global scheduling)


(* storage utilizaiton vs. fragmentation)

* OS must record which part is free, which part is allocated.

* Create internal fragmentations.

* Problems: relocation and protection

* Solution: base register + offset + limit-register for

protection.

* Suitable for batch systems.

b) Variable-size partition

* Flexible.

* Create external fragmentations. 

==> memory compacation.

· Dynamic storage-allocation problem ==> strategies:

1) first-fit. (fast, but large holes)


2) best-fit. (slow, but small holes) (need sorting)


3) wosrst-fit. (leave large holes) (need sorting)


4) next-fit. (start from where last allocation occurred)

* It is much difficult for OS to keep track of 
where has space.

1) bit maps. (one bit represents ? words)

2) linked lists. (process/holes + starting address + length)

3) the buddy system.


(* consider the cost of maintainence of the structure, search

cost when allocation occurs, and merge cost when deallocation occurs *)

· The buddy system

- To speed up the merging of adjacent holes.

- When a block of size 2K bytes is freed, search only the list of 

  2K holes to see if a merge is possible.

- Low memory utilization; internal fragmentation.

· Paging

- Allow user's program to be divided into several partitions (in

the unit of pages) and be allocated to non-continuous memory space.

- Divide physical mamory into fixed-size blocked called

   frames. (logiccal memory --> pages)

- Page table can use associate memory. (fast)

  (translate logical page to physical page)

- Address = page number + offset.

- Protection can be done in page table.

- Data sharing is possible.

- Multiple-level page table is possible.

- Internal fragmentation.

· Segmentation

- A memory-management scheme that supports user's view of 

  memory.

- A logical block as a unit. (procedure; stack; array)

Each segment contains a "separate" address space

   (independent).

Different segments may have different lengths.

- Address = segment # + offset.

- Good for data sharing and protection.

- Bad: external fragmentation.

==> Paged Segmentation (MULTICS).

